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Poor cyclic performance of electrodes in lithium-ion rechargeable cell batteries is calling for efforts to
develop continuum models of diffusion under very large stresses and high solute concentrations. The
present work is aimed to develop such a model based on input from atomistic simulations. We consider
four fundamental features of highly nonlinear behavior associated with diffusion at high solute concen-
trations. First, the effect of solute-induced stresses on the activation energy of solute diffusion could be
important. Second, the solute concentration may be subject to an upper limit if there exists a stoichio-
metric maximum concentration. Third, the strong influence of the change in local chemical environment
on the interaction energy between solute and host atoms could play a significant role. Fourth, we include
the effect of the solute concentration on the Young’s modulus of the host material. A continuum model is
developed and validated based on atomistic simulations of hydrogen diffusion in nickel. The influences
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of each feature above are clearly discussed through parametric studies.
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1. Introduction

Rechargeable battery cells have recently received much atten-
tion due to their broad potential applications in a variety of
technologies including military, automobile, aerospace and medi-
cal industries [1,2]. Among various types of rechargeable batteries,
lithium-ion (Li-ion) cells featuring higher energy capacity, higher
operating voltage, lower self-discharge and lower maintenance
requirement have become the most widely used secondary bat-
tery systems [3]. In the past, significant research has been directed
toward increasing the charge and energy capacity of Li-ion batter-
ies [1]. It has been shown that a noticeable increase in the charge
capacity of batteries is achievable using Li-alloy (LixM; M =Sn, Si,
Ge, Al) anodes [4]. Silicon (Si) possesses the highest known theoreti-
cal charge capacity (4200 mAh g~1) corresponding to the formation
of Li», Sis but this capacity is accompanied by a 400% volume expan-
sion [5]. Very large mechanical stresses associated with such a
huge volume change during Li intercalation/deintercalation are
responsible for poor cyclic behaviors of the Si anodes by inducing
pulverization, fracture, loss of integrity and loss of electric contact
with current collector. This major liability is obstructing the way
toward widespread application of the Si anodes [2,6-11].

Much theoretical work has been devoted to continuum mod-
eling of diffusion in battery electrodes. A number of continuum
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thermodynamics and kinetics models have been proposed in the
literature such as the theory of porous electrodes [12,13] and the
Dualfoil cell-sandwich model [14,15]. In addition, a large volume
of publications has been devoted to the study of stress generation,
deformation and fracture during diffusion. Study of diffusion-
induced stresses based on an analogy with thermal stresses can
be traced back to the work of Prussin [16]. The study was broad-
ened to include the development of stresses during mass transfer
in thin plates, solid cylinders and spheres, where the stress-
diffusion coupling was considered by including the elastic inclusion
energy of solute in the chemical potential [17-19]. During the past
decade, an increasing number of continuum models of diffusion-
induced stresses during charging/discharging of electrodes have
been developed [20-26], some even accounting for the effects of
surface tension and surface modulus [27-29]. Criteria for fracture
in electrodes have also been discussed based on the maximum ten-
sile stress criterion [22,23,25] and cohesive crack nucleation model
[30].

Despite these developments, continuum models of diffusion
under very large stresses and high solute concentrations usu-
ally face the challenge of strongly nonlinear system behavior.
Validation of such models is often subject to limitations in exper-
imental techniques. For instance, Christensen and Newman [22]
presented an integrative model accounting for a number of dif-
ferent physical effects whose experimental validations are still
lacking. Moreover, most of the existing models are either strictly
applicable only in the limit of dilute concentrations [20,21,24,25]
or do not account for non-conventional stress-diffusivity couplings
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that could be of importance for concentrated solutions and large
stresses [22,23,26].

The aim of the present paper is to explore a simulation-based
approach to developing continuum models of strongly nonlinear
and coupled diffusion under very large stresses and high solute
concentrations. Our model includes the effects of solute-induced
stresses on the activation energy of solute diffusion, an upper limit
for solute concentration, the interaction energy between solute and
host atoms, as well as the effect of the solute concentration on the
Young’s modulus of the host material. On the other hand, we neglect
the effects of surface tension and surface modulus [27-29] so that
our model is really trying to capture the “bulk” behavior starting
justinside the surface (associated with the flow of the material into
the “bulk” due to animposed flux at the “real” interface). In this way,
our model is not a nanoscale model and has no special kinetics or
energetics at the continuum surface. Although our atomistic simu-
lations will be at nanoscale, the simulations are specially designed
to avoid complications at a real electrolyte/material interface by
artificially imposing aninput flux inside the material just away from
the outermost surface atomic layer, where bulk thermodynamics
and kinetics applies (see more discussions later).

The paper is organized as follows. In Section 2, we introduce a
continuum analytical model taking into account the four nonlin-
ear features mentioned above. In Section 3, we discuss hydrogen
in nickel as a test system to provide data against which the analyt-
ical model can be compared. The underlying material parameters
needed in the continuum model are computed and the methods
to accomplish direct molecular dynamics (MD) modeling of the
charging of Ni by H at various rates are discussed. Section 4 con-
tains our comparison of the analytical model against the MD, and
demonstrates the role of the factors noted above in achieving quan-
titative predictions in the continuum model. We then investigate
the influence of each individual physical effect on the overall charg-
ing process. A comparative study between the MD results and two
versions of the classical models is also presented in Section 4. We
conclude this section with a discussion on the applicability of the
present model to the case of Li-ion batteries with Si anodes. A sum-
mary of our results is given in Section 5.

2. Continuum modeling of diffusion

For simplicity, consider one-dimensional diffusion in a plate
under large stresses and high solute concentrations. We start by
introducing a chemo-mechanical potential including the effect of
high solute concentrations on the entropy of the system, the work
required to insert an inclusion into an elastic matrix, and the
concentration-dependent heat of solution. The diffusion-induced
stresses are then presented for an infinitely extended free-standing
plate using small-deformation theory, considering that the Young’s
modulus of the plate may vary with the solute concentration. We
then introduce the stress-diffusivity coupling through the effect of
internal stress field on the activation energy of diffusion. Finally,
the generalized governing 1D diffusion equation is derived and the
solution methodology is discussed.

2.1. Chemo-mechanical potential

To demonstrate the basic approach of simulation-based contin-
uum modeling, we consider interstitial diffusion of solute atoms
in a host solid. The interstitial sites of the host solid form a sub-
lattice. With respect to this sublattice, the diffusion of the solute
atoms can be viewed as a substitutional mechanism. The total num-
ber of interstitial sites in the original host lattice is assumed to be
preserved.

In the continuum modeling of diffusion in solids, the drift veloc-
ity v and hence the flux of the diffusing species in the host material

is given by [20,31,32]
J=cv=—-McVu*, (M

where M is the mobility of the diffusing component, c is the solute
concentration and p* is the chemo-mechanical potential incorpo-
rating the chemical and mechanical energies of the system. In the
presence of internal stresses, the chemo-mechanical potential is
expressed in terms of the chemical potential of the solute atoms
s and vacancies w,, partial molar volume of the solute 2 and the
hydrostatic stress in the host solid o}, as [32,33]

W= fbs — by — 200, (2)
where
i = 1l +RT loga;. (3)

Here, i = s, v corresponds to the solute and vacancy components,
respectively, u9 is the free energy of the host solid accommodating
1 mol of the vacant interstitial sites, u? is the free energy of the
same system when the interstitial sites are occupied by the solute
atoms, R is the gas constant and T is the absolute temperature. The
activity as accounts for the interaction energy between the host
and solute atoms. A similar treatment of vacancies can be found
in the thermodynamic description of adsorption equilibrium via
vacancy solution theory [34,35], where activity of the vacancies
is interpreted as the interaction between the adsorbate molecules
and the host solid [36-38].

Recognizing the existence of a stoichiometric maximum con-
centration cmayx, activities of the components are related to their
site fractions through as = ys¢ and a, = y,(1 — €), where € = ¢/cmax
and, y, and ys are the activity coefficients of the vacancies and solute
atoms, respectively.

Therefore, the chemo-mechanical potential takes the following
form:

W= S +RT log% — 0y +RTlog X2, (4)
—C yv

where g = g — g is a constant. Eq. (4) accommodates three

important physical effects associated with high solute concentra-

tions and large stresses as follows.

The second term on the right hand side of Eq. (4) is due to the
entropy of a simple solution where the solutes occupy a fixed set of
sites, such as interstitial or substitutional sites in the host material.
For dilute solutions, where ¢ « 1, this term reduces to the usual
form RT log ¢. However, the entropy of the system should reduce to
zero as all the available sites in the host are filled with the solutes
and so it is not possible to reach the saturation point. Introduction
of this effect enables the present model to recognize a saturation
limit for the host solid. Throughout this paper, this effect is referred
to as the saturation effect.

The third term on the right hand side of Eq. (4) is the elastic
energy associated with insertion of an inclusion of volume £2 into
the matrix under the hydrostatic stress oy. This term was consid-
ered by Li [17], and is well-established in other contexts including
diffusion around dislocations [39,40]. This effect is interchangeably
referred to as the effect of hydrostatic stress or inclusion energy in
the rest of this paper.

The last term on the right hand side of Eq. (4) represents the
deviation of the solution behavior from an ideal solution which is
ideal over the entire range of its composition [41]. This term reduces
to a constant for dilute solutions and vanishes for an ideal solution.
However, at high solute concentrations, the change in the chemical
environment of the solution influences the interaction energy of the
solute and host atoms. Since the activity coefficients y, and y; are
related through the Gibbs-Duhem equation, they are determined
based on the excess molar Gibbs free energy of the solution Ggx(¢)
via (€(1 — €)/RT)(d?GEy/dc?) = (dlog ys/dlog ¢) = (dlog y,/dlog
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(1 -2¢)), subject to the conditions ys -1 as ¢ — 1 and y, - 1
as ¢ — 0. Therefore, one can simply verify that Eq. (4) can be
rearranged in the following form:

W = i+ RT log—— — 201, + Apto() 5)
where o = uf +(dGpx(0)/dc) is the chemical potential of
an infinitely dilute solution, and Apu(C)= (dGg(€)/dC) -
(dGgx(0)/d¢) is the concentration-dependent binding energy
between the solute particles and the host atoms as a function of
the local concentration, which vanishes for an infinitely dilute
solution. In the following section, we adopt the two-parameter
Margules equation for the excess free energy of a binary solution
[41],

Gex(€) = €(1 = ©)[AoC + Bo(1 - )], (6)

hence the concentration-dependent binding energy of the solution
is given by

Apo(€) = 2(Ag — 2Bo )t — 3(Ag — Bo)E2, (7)

where Ap and By are the parameters of the Margules equation.
For anideal dilute solution, where Ao(¢) =0and ¢ « 1,Eq.(5)
reduces to the classical chemical potential [17-20].

2.2. Diffusion-induced stresses

Before proceeding to derive the generalized governing diffusion
equation, we need to estimate the stress fields within the host
solid. In this paper, we specialize the formulation to the case of
an infinitely extended free-standing plate of width w subject to
equal and uniform charging current densities on the side faces of
the plate, as shown in Fig. 1.

The plate material is assumed to be an isotropic homogeneous
linear elastic solid with Young’s modulus E and Poisson’s ratio v.
The Young's modulus of the material can be greatly affected as
the solute concentration increases within the plate [42,43] and
so here we explicitly consider a concentration-dependent Young’s
modulus E(c). Following an analogy between thermal stresses and
diffusion-induced stresses [16-21], the biaxial stress in the plate at
position x through the plate thickness is given by

Ei
04(8) = (0 = () = 3o {( - );’ - c(x)} : ®)

where (EC)aug = (1/w) [ /22 E(c(x))c(x)dx,

Eavg =

(l/w)f_WVC/ZZE(c(x))dx and hence (EC)qyg/Eavg is the modulus-

weighted average concentration in the plate. We assume that
the plate faces are traction-free and thus oxx = 0. Therefore the
hydrostatic stress oy, in the plate is two-thirds of the biaxial stress,

FEN

9(1-v) ®

on(x) = Fovg

2.3. Stress-dependent activation energy for diffusion

The diffusivity coefficient D is related to the mobility according
to

D = MRT. (10)

Here we consider the effect of the internal stress field on the acti-
vation energy of diffusion, as follows. At the atomic scale, diffusion
of a solute particle in a crystal lattice is described as a sequence of
jumps from one interstitial site to an adjacent site, during which the
diffusing particle must surmount the energy barrier caused by its
interactions with the surrounding host atoms. Atomistic and quan-
tum mechanical simulations have shown that this energy barrier

Fig. 1. A solid plate under atomic intercalation. (a) A plate of thickness w under
uniform charging fluxJ, on both of its faces. (b) The corresponding atomistic problem
for H diffusion in Ni with the simulation cell being free along x-direction and periodic
along y and z directions. During simulations, flux J, of H atoms enter the simulation
cell from the top surface while a reflecting boundary condition is imposed at the
bottom surface.

is strongly affected by the internal stresses acting on the neigh-
boring crystal atoms in the directions normal to the diffusion [44],
suggesting a dependence on the biaxial stress. This effect has been
referred to as strain-activated mobility by Aziz et al. [45-47] who
showed that a stress-dependent mobility can cause a kinetically
driven surface instability. Haftbaradaran et al. [48] found that the
stress-mobility coupling can potentially lead to a surface locking
instability in electrodes under galvanostatic intercalation.
Denoting the change in the activation energy due to the internal
stresses as AEp(oy), the diffusivity coefficient can be expressed as

D = De~(AEx(op))/RT (11)

where D is the usual stress-free diffusivity. Normally, a tensile stress
acting on the neighboring host atoms leads to a reduction in the
energy barrier while a compressive stress increases it. Lineariza-
tion of AEp(op,) around the zero-stress value allows Eq. (11) to be
written as

D:Decl.QUb/R'l'7 (12)

where « is a positive dimensionless coefficient. In the follow-
ing section, we allow for a bilinear dependence of the activation
energy on the biaxial stress and hence use « = « for compres-
sive stresses 0}, < 0 and « = «; for tensile stresses o}, > 0. Aziz et
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al. [45] have reported numerical values for the stress-diffusivity
coupling through experimental measurements for the amorphous-
crystalline interfacial growth of Si along [00 1] plane.

2.4. Generalized diffusion equation

With the chemo-mechanical potential, diffusion-induced
stresses, and stress-diffusivity coupling given above, we can now
develop the generalized diffusion equation for the simple case of a
plate. We start with the fundamental diffusion equation given by

0
a

where Jis obtained using Eq. (1) and the chemo-mechanical poten-
tial w* is given in Eq. (5). Since the present problem is essentially
one-dimensional along the x-direction, Eq. (13) with the aid of Eqgs.
(1), (5), and (10) takes on the following form:

e 9 {f)( Cmax 0 Qcdoyp | 1dAM0(E)8c)]

i+V] 0, (13)

9t ox Cmax —C 0X RT Ox ' Cmax RT d¢ 0x
(14)

Given the stress field in Egs. (8) and (9) and the diffusivity D in
Eq. (12), Eq. (14) can be cast into the dimensionless form:

& _ 9 [ek]([(éf)avg/éavg]—f) ( 1
ot o% 1-

z + kyE(C)C

& gdAR0(©)
Q)etre—g— )8}(] (15)

where 7 =Dt/w? is a dimensionless time, X =x/w is the
dimensionless length parameter, E(Z)=E(c)/Ey is the Young's
modulus normalized with respect to the reference modulus
Ep at zero solute concentration, Eqyg = Eavg/Eo and (E)g, =
(EC)qug/EoCmax. In Eq. (15), ky = at§2%Egcmax/(3(1 — v)RT) and k; =
282%EgCmax/(9(1 — v)RT) are dimensionless parameters reflecting
the stress-diffusion interactions, and Ajfig(¢) = Auo(¢)/RT is a
dimensionless concentration-dependent binding energy. For a
specified charging current density J, at the plate faces x = +w/2,
the required boundary conditions for Eq. (15) are

dE
—ky d( 2 (E®)avg /Eavg —

Wmmﬁm]ﬂ(]+bﬂdck2§9(ﬂﬁbmﬂmﬂaé

LdAfio@®) 08 -
+C(w)a—ﬂm

where J, = J,w/(FDcmax) is a dimensionless flux, with F being the
Faraday constant. By comparison of Eq. (15) with the classical
diffusion equation, one can define the effective diffusivity in the
presence of all the aforementioned effects as

X=+1/2 (16)

Do = Dek1([(Eavg /Eavg]-€) <1 ]_~ + ko E(®)E
dE®) &) &4 3B R(©)
—ko— ([(E®)avg/Eavg] —T) E+€ dc" ) , (17)

where ¢, and thus D, is an implicit function of position x through
the plate. A special case of Eq. (17) has been given by Wu [32].

2.5. Numerical solution methodology

The continuum model described above involves a highly nonlin-
ear partial differential equation, Eq. (15), to be solved numerically

under the boundary condition of Eq. (16) with zero initial concen-
tration for Eq. (15). The governing equation is solved using FEMLAB
(COMSOL Multiphysics) via the general PDE mode as

%Jrv r-o, (18)

with I defined as
I = _eka([(E)avg/Eavg]-2) (] 1

—z + ko E(8)E
dE(e)
dc

~dARo(C) \ o~
d~> Ve, (19)

where coupling integration variables are used to define Eg4y and
(E‘E)avg. Symmetry of the problem is invoked to solve the governing
equation over half the domain, 0 > X > —0.5, and 480 Lagrangian
elements are used to discretize this domain. The Neumann bound-
ary condition is applied at both boundary points with the flux
Jn =Jo(1 =€) at X = —0.5, designed to match the boundary condi-
tion in the molecular simulation (see next section), and zero flux
at X = 0, consistent with the symmetry of the problem. Necessary
material parameters for the model system of hydrogen charging of
Ni are obtained from the atomistic models described in the next
section.

—ky— ((EE avg/Eavg — c) t+¢

3. Model validation via direct numerical simulation

To demonstrate the role played by the various physical phe-
nomena associated with stress and solute concentration contained
in the continuum model of Egs. (15) and (16), here we consider a
model material of hydrogen (H) solutes in a nickel (Ni) host. H in Ni
provides a controlled system where H occupies well-defined sites
in the host Ni lattice, the H-induced volume change is large enough
to induce significant stresses, and the diffusion of H in Ni under
stress is easily characterized. We use molecular statics and dynam-
ics (i) to obtain the material parameters entering the continuum
model and (ii) to explicitly model the charging of a Ni plate by an
imposed flux of H atoms through the surfaces of the plate. We then
compare the predictions of the continuum model to the molecular
simulations.

3.1. Properties of H in Ni

We consider H in single crystal FCC Ni, using the interatomic
embedded-atom-method [49,50] (EAM) potentials developed
by Angelo et al. [51] to characterize the interactions between
atoms in the system. At equilibrium, H atoms occupy octahedral
sites in FCC Ni with a maximum attainable molar concentration
Cmax = 4/(Naap3) corresponding to the cubic hydride phase NiH,
where Ny and ag are Avogadro’s number and the Ni cubic cell
lattice constant, respectively. The dimensionless concentration
€ = ¢/cmax is thus identical to the H/Ni ratio. The partial molar
volume £2, shown in Table 1 is determined by measuring the
volume change of the system when H is introduced into the
host at zero external pressure and zero temperature. The Reuss
average elastic constants Eg, v of the FCC Ni at zero temperature
are also shown in Table 1. We neglect changes in the mechanical
properties of the material as H is added to Ni by setting E(¢) = 1
because Young’s modulus for the fully hydrided NiH material is
only about 10% larger than that of pure Ni. We have measured
the concentration-dependent binding energy of the solution in
eVatom~! as Apu(¢) = —0.80¢ +0.37¢2 (which is identical to

Table 1
Numerical values of the model parameters.

£2 (m3 mol-1)

2.053 x 106

Cmax (molm~—3) Eo (GPa) v

1.51x 10> 205 0.31
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Fig. 2. Concentration-dependent binding energy A o as a function of ¢ = ¢/cmax at
0K.
the two-parameters Margules equation Eq. (7) with parameters
Ap = 0.15, By = 0.28 in the same units), by creating a range of NiH;
random solid solution materials and computing the energy per H
atom. As shown in Fig. 2, the energy per H is increasingly negative
with increasing ¢, favoring higher H concentrations, for this EAM
potential. In particular at ¢ = 1 (NiH), the current potential predicts
unrealistic negative shear modulus, making it unsuitable to study
system consisting of NiH. Nonetheless, in a forthcoming paper
[52], it is shown that this problem can be fixed by adjusting some
parameter in the original functional forms for the potential [51].
Diffusion of H in Ni occurs by H motion from one octahedral site
to a neighboring site, corresponding to motion along the family of
{110} directions in the fcc lattice. The activation energy E;, of H
diffusion in the [110] direction under an applied uniaxial stress
o along [110] is computed using the nudged elastic band (NEB)
method [53] with improved tangent calculation [54] and climbing
procedure [55]. Using the activation energy under zero stress E,(0)
as the reference value, we can compute AE,(o) = Ep(o) — E,(0).
The results in Fig. 3 show that a tensile stress decreases AEj
while a compressive stress increases it. To conform to the sim-
ple continuum model of Eq. (12), we fit the simulation results to a
bilinear curve to estimate the values of & under compression (o =
o = 0.180) and under tension (¢ = o = 0.404). When no stress
is present, AE, = 0 and the diffusivity is just D and is controlled
by the zero-stress activation energy of 0.46 eV. Here, D at tempera-
ture Tis calculated through direct MD simulations. We measure the
hopping frequency I" of a single H in an effectively infinite bulk Ni
crystal under no external stresses and compute D as D = I"ag2/12,
neglecting correlation effects. Below, we study charging at T=800 K
to facilitate significant diffusion within the time constraints of
molecular dynamics simulations, for which we calculate D = 1.28 +
0.06 x 10-9m2 s~1. The diffusivity D estimated via other methods
[56,57] using the activation energy under no stress (i.e., 0.46eV
[51]) gives results close to those we obtain from simulations.

3.2. Simulation of H charging of Ni

With the material system identified and characterized, we have
performed a series of H-charging simulations using molecular

Fig. 3. Activation energy barrier of diffusion as a function of the normal stress acting
perpendicular to the diffusion direction.

dynamics (MD). The sample is a 1/2-plate geometry with simu-
lation cell dimensions ly=6.2nm, l,=4.0nm and I;=3.6 nm, with
the crystal orientation corresponding tox = [110],y =[110], and
z =[001] as shown in Fig. 1b. To mimic a semi-infinite plate in the
lateral directions y and z, the simulation cell is periodic in these
directions. To represent one-half of the full plate, charging occurs
into the ¥ = —1/2 surface and a symmetry boundary is used at
X =0. To create a system in which the charging rate can be con-
trolled, and spurious effects associated with H on the Ni surface are
avoided, we have designed special additional constraints as follows.
To prevent H from exiting out of the system at ¥ = —1/2 surface,
which would be uncontrolled and energetically favorable due to
the preference for H to reside on the Ni surface, we fully occupy
the interstitial octahedral sites adjacent to the outermost layer of
Ni atoms on the surface. This layer of H atoms and the neighboring
uppermost layer of Ni atoms move together as a group in the x-
direction and are expanded or contracted uniformly as a group via
an affine transformation as the simulation cell dimensions change
iny and zdirections due to the charging (Fig. 1). In addition, a virtual
reflection boundary is placed at the second row of Ni atoms such
that the displacements and velocities of any H atom inside the plate
trying to move through this virtual plane are reversed, preventing
escape of H atoms. A similar virtual reflecting plane is imposed at
X = 0 to enforce symmetry, and an additional layer of Ni atoms is
placed adjacent to the X = 0 layer on the bottom to prevent surface
effects. Aside from these constraints, all atoms are free to move.
The simulation temperature is fixed at 800K using a
Nosé-Hoover thermostat [58,59] and the simulation cell sizes in all
directions fluctuate during the simulation using a barostat in order
to maintain zero external pressure conditions [60,61]. The flux of H
atoms is controlled by inserting H atoms at the desired rate Jy into
the layer of octahedral interstitial sites at X = —1/2 adjacent to the
aforementioned fixed H atoms. To insert an H atom, one site,among
the N =160 possible sites in this layer, is chosen randomly for inser-

tion at time intervals of(«/fNAloNaoz)_1 and an H atom insertion is
attempted. If the chosen site is already occupied by an H atom, the
insertion attempt is aborted. As H is inserted during charging, the
concentration in the insertion layer increases due to insertion and
decreases due to diffusion into the plate. The mean flux achieved
in the simulation is then the desired flux multiplied by the proba-
bility of a successful insertion (1 — (X = —1/2)) where &(x = —1/2)
is the surface concentration, or J, = Jo(1 — E)|)~<:71/2 (Fig. 1). Note
that the actual influx is always subject to statistical fluctuations
on top of the mean behaviors described above. The outcome of
the simulation is the actual flux J, as a function of time as well
as the H concentration profile, defined as the average number of H
atoms in the lateral cross-section at position x, as a function of time.
The simulation results are converted into dimensionless quantities
using the scalings identified in the development of the continuum
model. Simulations are done at a number of charging rates, Jy =
Jow/(FDcmax) = 1.18,5.89, 11.79, 117.9. Fig. 4 shows the actual
influx J, as a function of time for the above-mentioned values of
the input flux. On the same figure, the predicted flux according to
the approximation J;, = Jo(1 — E)|)~(}1/2 is shown. Aside from the
inevitable statistical fluctuations in the actual influx, Fig. 4 indi-
cates that the above linear estimate is satisfactory for use in the
continuum model.

Finally, we note that our simulations are designed to avoid com-
plications due to kinetics and stresses at a real electrolyte/material
interface, because we are interested here in the role of stress in
controlling diffusion in the bulk of the material (that is, inside the
material away from the immediate interface). Thus, our input flux
is introduced inside the material just away from the (constrained)
surface, where bulk thermodynamics and kinetics applies. In the
simulation of nanoscale specimens, the surface stress arising from
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Fig. 4. Actual flux data versus the predictive relation as a function of time.

relaxation of the surface atoms can also generate internal stress in
the “bulk” material of roughly oy face(Ws/lx) Where oy gace is the
surface stress and ws an effective width of the surface layer. This
induced stress is constant in the bulk, and thus generates no driv-
ing force for diffusion. However, this stress does affect the diffusion
coefficient via Eq. (12). For our simulation sizes, with constraints
on the surfaces as discussed above, the bulk biaxial pressure due
to surface stresses is ~450 MPa (tension). This magnitude is small
enough to be neglected (Fig. 3).

4. Results and analysis

The predictions of the H concentration profile through the plate
at various times as obtained from the MD simulations and as pre-
dicted by the continuum model are shown in Fig. 5 for various
charging rates Jo = Jow/(FDcmax) = 1.18, 5.89, 11.79, 117.9.In this
figure, and in the rest of this paper, the atomic simulation results
are shown as discrete points, corresponding to the average H con-
centration at each lateral octahedral site location x at each time, and

Fig. 5. Concentration profile across the thickness; dots are MD results and solid lines are the continuum model predictions.
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the continuum predictions are shown as solid lines. For all charg-
ing rates and at all times shown, the continuum predictions are in
excellent agreement with the MD results. This broad result vali-
dates the use of the continuum model for describing diffusion with
strongly coupled stress effects.

As H is injected at the surface, the near-surface concentration
rises, inducing a compressive stress in this region, which suppresses
the H diffusivity in this region but also generates an energetic driv-
ing force for diffusion; see Eqgs. (12) and (5). As the near-surface
concentration increases further, with stress continuing to increase,
the mean flux J, = Jo(1 — E)L?:f]/z decreases and the surface con-
centration reaches a near-steady state value. At low flux levels, the
surface concentration remains well below unity and the concen-
tration profile is relatively smooth and convex. At high-flux levels,
however, the surface concentration approaches unity and the con-
centration profile is concave and then convex, showing an inflection
point. The flow of H into the plate resembles the motion of a diffuse
interface.

We next scrutinize the individual contributions of stress-
dependent activation energy, existence of a stoichiometric
maximum limit, and the concentration-dependent heat of solution
to the overall continuum model. To this end, limiting cases of the
full model are considered in which one or more of the described
physical effects are removed from the model while the others are
preserved. In all subsequent figures, the simulation data remains
unchanged from that shown in Fig. 5 since it is not possible to alter
the characteristics of the physical system within the MD simulation.

4.1. Stress dependence of the activation energy

To assess the effect of stress-diffusivity coupling, the depen-
dence of activation energy on stress is removed from the continuum
model by considering the special case k; =0 in Eq. (15), corre-
sponding to setting the physical parameters o, o = 0. Fig. 6 shows
the numerical results from the continuum model in comparison
with the full MD results. In the absence of stress-diffusivity cou-
pling, the diffusion coefficient near the plate surface, which is under
compressive stress, is overestimated. Thus, more material is driven

into the plate and the concentration profiles are overestimated in
the interior regions. Also, as the charging flux increases, the effect
of stresses on the energy barrier becomes more significant to the
overall charging process.

4.2. Concentration dependence of the solute binding energy

The role of the concentration dependence of the binding energy
in influencing the diffusion can be examined by setting A fio(¢) =0
in Eq. (15). Numerical results in this limit are shown in Fig. 7, where
the predicted concentration profile is substantially more uniform
than the full MD results. This is anticipated because the binding
energy function prefers high H concentrations and so creates a driv-
ing force on the H atoms that acts in the opposite direction to the
concentration gradient. Hence, when the binding energy is set to
zero, the continuum model predicts a smoother concentration pro-
file, as compared to the full problem. Fig. 7 thus reveals the pivotal
role of this binding energy at high solute concentrations.

4.3. Effect of stoichiometric maximum limit

To examine the contribution of the “saturation cap” imposed by
entropic considerations, this effect is removed from the continuum
model by taking the dilute concentration limit, in which Eq. (15)
(with E(2) = 1 for the Ni-H system), takes on the form:

a 0

L . dAno(c o
== [ekl(cavgc) (1 +kzc+c$(c)) g;} . (20)

Eq. (20) clearly underestimates the effective diffusivity as com-
pared to Eq. (15). This is particularly influential near the plate
surface early in the charging process (not shown in Fig. 8) which
leads to less solute in the system at later times. This results in under-
estimation of the concentration profiles at later times as shown in
Fig. 8, mainly inside the material and for high fluxes. As well, the
profiles obtained according to this model are sharper than those
predicted by MD, which is directly related to the underestimation
of the effective diffusivity.

Fig. 6. Concentration profile across the thickness; atomistic simulation vs. continuum predictions neglecting the stress-diffusivity coupling.
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Fig. 7. Concentration profile across the thickness; atomistic simulation vs. continuum model neglecting the concentration dependence of the binding energy of the solution.

4.4. Comparison with the classical diffusion equations

In this section, two versions of the classical diffusion equa-
tions are employed to predict the concentration profile, and
the results are compared with the MD results. In both models,
the effects of stress-activation coupling, hydrostatic stress and
concentration-dependent heat of solution are not included, i.e.
ki = ky = Afig(€) = 0. In the first model, the saturation cap is not
considered, and therefore Eq. (15) is reduced to
oc 0%

Concentration profiles as obtained according to this model are
givenin Fig. 9, together with the MD results. It should be noted that

even though the saturation cap is not considered in this case, the
charging flux decreases linearly to zero as the surface concentration
tends to the saturation concentration. Hence, the concentration
remains below the saturation concentration. A clear feature of the
MD results which is not captured by this model is the emergence
of the inflection point in the concentration profile. When the satu-
ration cap is imposed in the classical model, the governing Eq. (15)
is reduced to

ac 0 1 oc
ar=afc<1—z~af<)' (22)
Fig. 10 compares the concentration profiles predicted by this

model and the MD results. Although introduction of the satura-
tion cap in the diffusion equation enables the model to capture

Fig. 8. Concentration profile across the thickness; atomistic simulation vs. continuum model without the saturation cap, Eq. (20).
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Fig. 9. Concentration profile across the thickness; atomistic simulation vs. classical model without saturation cap, Eq. (21).

the double-curvature behavior of the concentration profile, the fig-
ure shows the deviation of this model from the MD results. In
particular, near the plate surface, the competition between the
combined effect of the stress-dependent activation energy and the
concentration-dependent heat of solution (both of which slow the
diffusion) and the effect of the hydrostatic stress (which enhances
the diffusion) is missing in this model. Fig. 10 indicates that in the
regime of high charging rate the outcome is evidently an overesti-
mation of the influx and hence the concentration profile.
According to Figs. 9 and 10, one could erroneously conclude
that the classical diffusion equations are quantitatively satisfactory
except for the highest flux case J, = 117.9, but this arises here only
because of the cancellation of a number of independent compet-
ing effects. These effects do not necessarily cancel out in general.

Even with significant cancellations in some regimes, Fig. 9 demon-
strates that the classical diffusion equation fails in predicting the
concentration profiles within the battery electrode for the high-flux
charging regime of most practical importance. For other systems
such as Li in Si, the physical effects described in this paper might
come into play with different weights compared to H in Ni, high-
lighting one effect over the others.

4.5. Applicability and limitations for lithium diffusion in silicon

The present model is considered as an underlying framework
for simulation of Li diffusion in Si. In this case, however, some addi-
tional complexities are important, including the structural change
of the Si lattice resulting in amorphization. This would lead to an

Fig. 10. Concentration profile, atomistic simulation vs. classical model with saturation cap, Eq. (22).
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additional entropy in the system, emergence of inelastic behav-
ior [62], and a strong influence on the partial molar volume of Li
during intercalation/deintercalation. Furthermore, due to the 400%
volume change arising during the cycling of Si, the deformation
can easily exceed beyond the realm of small-deformation theory
employed in the present model. However, the important nonlinear
stress-diffusivity coupling considered here could be further high-
lighted for the Li/Si system, where huge deformation and large
stresses are present. Furthermore, at high concentrations, the effect
of solute saturation on the entropy of the system and that of the
concentration-dependent binding energy should play substantial
roles near the stoichiometric limit of the solution. Another feature
of the Li/Si system that has been addressed in the present model is
the change in the Young’s modulus during intercalation. Although
negligible for the case of hydrogen in nickel, the Young’s moduli
of Li-Si phases are greatly reduced relative to Si [42], even without
amorphization.

5. Summary

A general continuum framework has been developed for mod-
eling highly nonlinear behavior associated with atomic-scale
diffusion at high solute concentrations and very large stresses.
The continuum model introduces a new stress-diffusivity coupling
through the effect of internal stresses on the activation energy of
diffusion. The stoichiometric maximum concentration of the solute
is explicitly recognized as the saturation limit by modifying the free
energy of the system to account for high solute concentrations. The
effect of the concentration-dependent binding energy between the
host and solute atoms as a result of change in the chemical envi-
ronment of the solution is accommodated. Finally, the mechanical
properties of the host solid are also considered as a function of the
solute concentration in the model.

The model was then validated for the case of hydrogen dif-
fusion in nickel, and the continuum model predictions proved
to be in excellent agreement with atomistic simulations. It was
demonstrated that each of the above-mentioned effects, with the
exception that change in mechanical properties of the host solid
is negligible for the test system of this paper, plays a significant
role in the overall predictions of the continuum model, especially
at high charging rates. A comparative study between two versions
of the classical diffusion equations and MD simulations was also
presented. Capabilities and limitations of the continuum model for
modeling diffusion of lithium in silicon anodes were discussed.
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